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Abstract: 
Understanding the effects of shock loading on reactant mixing, ignition, and propagation 
of reaction fronts in reactive materials is important to the advancement of their use, safety, 
and performance. In the case of high explosives, controlling detonation pressures and the 
path of propagation are often of concern for which inert materials may be used for tailor-
ing the response.  To better understand the post-ignition wave dynamics in energetic mate-
rials under shock loading, we performed simulations using the hydrocode, ALE3D.  In the-
se simulations we considered the effects of shock initiation mechanism in TNT with chang-
es in geometry by varying the inert particle (aluminium) loading density, size distribution, 
and overall particle bed thickness. Particular attention is placed on the disparate material 
interfaces and interactions of wave fronts with inert materials.  We found higher particle 
loading densities decreases the timing between initiation of the detonation wave and arri-
val at the bottom surface of the particle bed.  Also, particle size had little effect on the av-
erage time of arrival across the bottom surface but had larger deviations about the aver-
age time of arrival for larger particle sizes. 
Keywords: TNT; Ignition and Growth; Detonation Wave; Aluminized Explosive 

1 Introduction 
At the large scale, it is commonly known that inert materials, such as liners in shaped 

charges [1-4], can influence the time of arrival of a detonation front along the surface of inter-
est. This has also been observed in line- and plane-wave generators where the geometry itself 
has an important role in detonation wave-shaping [5-11].  However, less is known about the 
interactions between an inert particle field and an explosive at the microstructural scale.  Since 
explosives are known to have increased shock sensitivity when the number of hot-spots are in-
creased, which are created by porosity or small inclusions of disparate materials, this has im-
plications on their use, safety, and performance. 

There is a renewed interest in understanding the effects of shock loading on reactant mix-
ing, ignition, and self-sustaining propagation of reaction fronts in energetic materials so that 
their performance may be tailored by modifying the microstructure.  In this work, we per-
formed mesoscale simulations that investigate microstructural effects on shock behavior using 
a two-component energetic system.  A high explosive such as TNT mixed with aluminum par-
ticles is an ideal candidate for these types of studies with work on this system going back to the 
1950’s [12]. Aluminum is not only used in other explosives such as PETN [13], Composition B 
[12,14], TATB [15], but it is used as an additive in propellants to modify their burning behav-
ior [16,17]. Insights gained from this work will directly benefit future work on two-
components systems of this type.  



 
 

2 Calculations 

2.1 Modeling Setup 
Mesoscale plane strain simulations of TNT infiltrated with a layer of aluminum particles 

were carried out in ALE3D [18].  Simulations were two-dimensional with a Eulerian mesh of 
uniform zone size that is 5 µm in both the horizontal and vertical directions.   We chose a do-
main width of 5 mm and a height of 1.5 – 2.5 mm comprised of two layers of TNT.  The bot-
tom layer varied in thickness to be 0.5, 1.0, or 1.5mm in height and was infiltrated with varying 
levels of aluminum particle loading fraction.  This left a 1 mm thick layer of pure TNT for the 
top portion.  We then impacted the top layer with an aluminum flyer, 100 µm thick, at an im-
pact speed of 5 km/s to initiate a detonation wave front in TNT.  The flyer had the same width 
as the simulation domain for most simulations discussed in this work.  Representative simula-
tion initializations for a 1.0 mm thick particle layer and 50% particle volume fraction are 
shown on the right-hand side of Figure 1. 

 
Figure 1: Methodology for initializing simulations and resulting 2D microstructures for plane strain 

detonation modeling studies. 

The top layer of TNT is intentionally left unfilled to allow the detonation front to reach 
steady-state conditions prior to arriving at the aluminum particle layer.  While the flyer veloci-
ty initially overdrives the TNT, i.e., impact pressure exceeds C-J pressure of ~ 20 GPa, normal 
C-J state conditions are achieved in the pure TNT in the first 1 mm. To verify that the pressures 
decrease to the C-J pressure of TNT, tracer points (gauges) were placed at 0.1 mm height in-
crements within the pure layer.  Representative plots of these pressures are shown in Figure 2 
where for the first few tracers we see the pressure pulse width and impact pressure resulting 
from the impacting flyer.  Also visible is the gradual decrease in the tracer peak pressures to a 
magnitude of ~20 GPa as the detonation front progresses further into the TNT layer. 
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Figure 2: Pressure plots for tracers within a 1 mm run-distance of pure TNT.  Peak pressures were 

found to decrease to near C-J level by 1 mm. For added clarity tracers located at the 0.5 and 1.0 mm run 
distances are annotated on the plot. 

2.1.1 Microstructure Generation of Particle Beds 
For the layer consisting of TNT infiltrated with aluminum particles, we generated large 3D 

regions of particles that were 5.0 mm wide, 2.0 mm deep, and 0.5 to 1.5 mm in height.  The 
particles were randomly distributed within this domain and had a varying bimodal (uniform) 
particle size distributions and loading fractions.  We considered four particle size distributions 
listed in Table 1 along with the considered volume fractions and layer thickness for those parti-
cle sizes. Cross-sections of the 3D particle bed were then used to generate multiple microstruc-
tures for studies examining the effects of particles on the detonation wave front and time-of-
arrival at the bottom surface (see Figure 1 for an example).  For each thickness eight cross sec-
tions were taken.  By using multiple microstructures we were able to gather statistics on the 
particles influence by placing tracers gauges to monitor the pressure along the entire bottom 
surface.  In this work the tracers were evenly spaced every 0.1 mm (51 total tracer gauges).  

 

Table 1: Matrix of particle diameters (d1 and d2), particle volume fraction (ϕ1 and ϕ2), total 
volume fraction (ϕtot), and particle bed thickness (tpbed) of simulations carried out in this work. 

d1 / d2 

(µm) 
ϕ1 / ϕ2 

(%) 
ϕtot  
(%) 

tpbed 
(mm) 

50/100 25/25 50 0.5, 1.0, 1.5 
60/120 15/15 

20/20 
25/25 

30 
40 
50 

1.0 
1.0 

0.5, 1.0, 1.5 
80/160 25/25 50 1.0 
100/200 25/25 50 1.0 

 
The aluminum constitutive behavior was modeled using a Steinberg-Guinan strength mod-

el [19] and Grüneisen equation of state model (EOS) [19] that had the form: 
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where c is the intercept of the shock velocity-particle velocity (Us-Up) curve, S1, S2 and S3 are 
coefficients of the slope on the Us-Up curve, γ0 is the Grüneisen coefficient and a is the first 
order volume correction to γ.  Additional details regarding the constitutive model for aluminum 
and parameter values can be found in work by Steinberg et al [19].  Grüneisen EOS parameter 
values for aluminum are listed in Table 2.  

Table 2: Grüneisen equation of state parameters for aluminum. Values taken from [19]. 
c  

(mm/µs) 
S1  
(--) 

S2 
(--) 

S3 
(--) 

γ0 
(--) 

a 
(--) 

ρ0 
(g/cm3) 

5.386 1.4 0.0 0.0 1.97 0.48 2.71 
 

2.2 Ignition and Growth Model 
For TNT we used the Ignition and Growth reactive flow model [20]. The ignition and 

growth model uses the Jones-Wilkins-Lee (JWL) EOS model [20] for both the unreacted and 
reacted explosive, described by: 

p = A ⋅e −R1⋅V( ) +B ⋅e −R2⋅V( ) +ω ⋅CV ⋅T  (2) 

where p is the pressure, V the relative volume, T the temperature, ω the Grüneisen coefficient, 
Cv the heat capacity, and A, B, R1, and R2 constants which are fitted to Hugoniot and cylinder 
test data.  A three-term equation is used to model the reaction rate of the explosive (see Equa-
tion (3)).  The first, second, and third terms correspond to the ignition, growth, and completion 
components, respectively, and contribute to the reaction rate only when the current mass frac-
tion reacted, F, is within a certain range (given to the right of each term). In Equation (3), ρ 
and ρ0 correspond to the current and initial density, respectively, p is the pressure, and t is time.  
The rest of the parameters are constants that are typically fitted to embedded gauge measure-
ments in shock to detonation transition (SDT) experiments and pop-plot data.   
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The unreacted and reacted JWL EOS parameters used in this work to describe TNT are listed 
in Table 3.  The ignition and growth reaction rate parameters are listed in Table 4 for TNT.  
Both the JWL EOS and ignition and growth reactive flow model parameters were taken from 
work by J. Kury [21], characterizing the detonation behavior of TNT. 
 
 
 



 
 

Table 3: Unreacted and Reacted JWL EOS parameters for TNT [21]. 
JWL  

Parameter 
Unreacted JWL 

EOS 
Product JWL 

EOS 
A (GPa) 17101 3394.889 
B (GPa) -3.745 63.7085 
R1 (--) 9.8 8.3 
R2 (--) 0.98 2.8 
ω (--) 0.5675 0.6 

Cv (GPa/K) 2.7038e-3 1.0e-3 
 

Table 4: Ignition and Growth reactive flow model parameters for TNT [21].  In addition the 
parameters below the reference density (ρ0), energy (E0), temperature (T0), shear modulus (µ), 
and yield strength (σy) are given.  

Ignition  
Parameters 

Growth  
Parameters 

Completion  
Parameters 

I  = 50.0 µs-1 G1 = 360 GPa-3µs-1 G2 = 100 GPa-1µs-1 
a = 0.0 c = 1.0 e = 1.0 
b = 0.667 d = 0.667 g = 0.111 
x = 4.0 y = 1.2 z = 1.0 
Figmax = 0.03 FG1max = 1.0 FG2min = 0.0 
   
ρ0 = 1.624 g/cm3   
E0 = 7.0 GPa cm3/ cm3   
T0 = 298 K   
µ  = 3.54 GPa   
σy = 0.2 GPa   

 

3 Results and Discussion 
Prior to arriving at the particle bed, the steady-state detonation wave is planar, as shown in 

Figure 3 for a pressure plot of a 1.0 mm particle bed thickness and 50/100 µm particle size dis-
tribution loaded at 50% volume fraction.  At a later time the detonation wave begins to interact 
with the aluminum particles.  Due to differences in shock impedance, this causes wave reflec-
tions that result in regions of localized pressure and stagnation.  This disrupts the planarity of 
the detonation wave front and alters the time-of-arrival of the wave at the bottom surface of the 
particle bed. In regions where the pressure drops within the TNT, the reaction rate decreases as 
a by-product of the pressure dependent growth and completion terms in the ignition and growth 
model.  Likewise the reaction rates increase in regions of higher pressure.  Both of these can 
alter the velocity of the detonation wave in the particle bed and in particular the TNT down-
stream from these high-pressure regions.  

The pressure within TNT was found in localized regions to be greater than > 30 GPa.  
When the high-pressure front associated with the detonating TNT or wave reflections reach the 
aluminum particles, the shock-wave speed can potentially be higher than the detonation speed.  
For a shock pressure of ~22 GPa the shock velocity in aluminum is ~6.9 km/s [22] which is on 
order of the detonation velocity of TNT (~6.85 km/s) [21].  For higher shock pressures the 
shock velocity in aluminum can be much higher than the detonation velocity.  This can help to 
initiate TNT along the particle edges, and often slightly ahead of the main detonation front in 
the bulk TNT region between the particles.   



 
 

 
Figure 3: Representative pressure (in GPa) fringe plots, before (top) and after (bottom) the arrival of 

the detonation wave with the particle bed.   

3.1 Effect of Particle Size Distribution 
In our analysis of particle size effects we examined four size distributions using a 1 mm 

thick particle bed.  The diameter of the larger particle was set to be equal to 2x the smaller di-
ameter and have equal loading fractions of 25% each (total of 50%). The small particle diame-
ters chosen were, 50, 60, 80, and 100 µm.  We then analyzed the tracer data to obtain the aver-
age time of arrival and standard deviation for each microstructure (eight for each particle size 
distribution).   

Shown in Figures 4 and 5 are plots with typical times of arrival for different distances 
across the bottom surface of the particle bed. Figure 4 corresponds to times of arrivals for two 
different microstructures containing a 60/120 µm particle size distribution, while Figure 5 a 
100/200 µm particle size distribution.  Also shown on the plots are the average time of arrival 
and 1st standard deviation as the red line and shaded region, respectively.  With changes in par-
ticle size we found no significant difference in the average time of arrival. However, with in-
creasing particle sizes there were larger deviations about the average, which is indicative of a 
much larger deviation from a planar detonation wave front.  This can be readily seen in Figure 
5 as larger widths for the shaded region than those in Figure 4, as well as in Figure 6, which 
shows the coefficient of variation (CV=σtoa/µtoa) for each of the different small particle diame-
ter chosen for this parameter study. 



 
 

 
Figure 4: Representative detonation front arrival times across the bottom surface for two individual 
microstructure samples. Each point corresponds to a different tracer gauge location.  Microstructures 

have 1 mm thick particle beds and a 60/120 µm particle size distribution. 

 
Figure 5: Representative detonation front arrival times across the bottom surface for two individual 
microstructure samples. Each point corresponds to a different tracer gauge location.  Microstructures 

have 1 mm thick particle beds and a 100/200 µm particle size distribution. 

  
Figure 6: Coefficient of variation (CV=σtoa/µtoa) of the arrival time at bottom surface of the 1 mm thick 

particle bed for the different smaller particle sizes and their associated distributions.    
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3.2 Effect of Particle Bed Thickness  
For a given particle volume fraction of 50%, we vary the thickness of the particle bed for 

the 50/100mm and 60/120mm particle sizes. We find that the particle size had no noticeable 
effect on the average time of arrival across the entire bottom surface of the domain. However, 
there are larger deviations in the time of arrival with increasing particle size regardless of parti-
cle bed thickness, which is consistent with our earlier results. Particle bed thickness results are 
shown in Figures 7 and 8 for average times of arrivals and standard deviations, respectively.  A 
linear fit to the data is found to be t.o.a = 0.155tpbed+0.133.  When accounting for the thickness 
of the pure TNT layer, the detonation velocity through both layers is 6.84 – 7.12 km/s.   Apart 
from particle size effects, there are no observable trends in standard deviation with particle bed 
thickness.  

 
We also performed simulations that remove the particle bed layer to get a baseline for time 

of arrivals of the detonation wave front. These results are included in Figure 7. We find that 
without the aluminum particle infiltration, the detonation wave front has longer time of arri-
vals.  Accompanying this is a very slight decrease in pressure, to ~18.5 GPa (for the largest 
thickness), as the detonation front continued to progress through the pure TNT.   This suggests 
that the presence of the aluminum particles may act to create regions of higher pressure that 
help sustain the detonation as well as increase the detonation velocity.  Our earlier observations 
support this theory, where shock pressures on the order of the C-J pressure produce shock ve-
locities in the aluminum approximately equal to the detonation velocity of TNT.  This also 
helps initiate TNT along the particle interface and depending on the local variability slightly 
ahead of the main detonation wave in pure regions.  

 

  
Figure 7: Average detonation front arrival time 
for different particle bed thicknesses and particle 

size distributions. Each data point is an average of 
values from eight microstructures. 

Figure 8: Average standard deviation in arrival 
time for different particle bed thicknesses and par-
ticle size distributions. Each data point is an aver-

age of values from eight microstructures. 

3.3 Effect of Particle Loading Fraction 
As shown in the previous section, particles may act to create regions of higher pressure that 

help sustain the detonation as well as increase the detonation velocity.   We therefore conduct-
ed additional studies using a 1 mm thick particle bed and 60/120 µm particle size distribution, 
that examine the effects of particle loading on the average arrival time.  For infiltration levels 
between 0% and 50% loading, the average time of arrival is found to increase linearly with de-
creasing levels of particle infiltration, as shown in Figure 9. This reinforces earlier modeling 
results.  However, at higher particle loading fractions, it is more difficult to accurately model a 
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TNT-aluminum system.  As the density of particles is increased, the mean free path between 
particles decreases.  At some critical mean free path, high explosives are unable to sustain a 
detonation, which may not be captured well with our current macroscopic TNT reactive flow 
model. This behavior may also depend on additional factors such as the thickness of the parti-
cle bed.  If the particle bed becomes predominantly aluminum rich there will be more rarefac-
tion waves off the TNT-aluminum interfaces that over a longer period of time may attenuate 
the pressure.  We plan on conducting studies with particle beds thicker than 1.5 mm to investi-
gate this further.  

 
Figure 9:  Effect of volume fraction on average time of arrival for a 1 mm thick particle bed and parti-

cle size distribution of 60/120 µm. 
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